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Abstract. Recommendation systems mostly rely on users’ purchase
records. However, they may suffer problems like “cold-start” because
of the lack of users’ profiles and products’ demographic information. In
this paper, we develop a method called PUB, which detects users’ buy-
ing intents from their own tweets, considers their needs, and extracts
their demographic information from their public profiles. We then rec-
ommend products for users by constructing a heterogeneous information
network including users, products, and attributes of both. In particu-
lar, we consider users’ shopping psychology, and recommend products
that better meet their needs. We conduct extensive experiments on both
direct intent recommendation and additional product recommendation.
We also figure out users’ potential preference which can help to recom-
mend a great varied types of products.
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1 Introduction

Most existing product recommendation systems use users’ historical transaction
records or interactions like rating or clicking, and mostly rely on techniques like
collaborative filtering [3,9,15]. However, the mere collaborative filtering tech-
nique may suffer from the “cold-start” problem for the lack of information of
a new user. Furthermore, collaborative filtering cannot precisely discover users’
real needs either, especially the ad hoc ones. Actually a lot of information on
OSN platforms (e.g. the tweets) contain users’ buying intents [11], which can
help to fill up the entrenchments.

In our work, we make a bridge between the e-commerce websites and social
networks and develop a method, PUB, Product recommendation with Users’
Buying intent. Figure 1 is the framework of PUB. PUB identifies users’ buy-
ing intents, needs for the products and product adopters by a bootstrap based
method from Sina Weibo1, the Chinese largest OSN platform. Then PUB selects

1 http://weibo.com.
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the most appropriate product for the specific user from JD.com2, one of the
largest B2C e-commerce websites in China. We also develop a heterogeneous
information network with nodes of users, products and attributes. Finally, PUB
recommends products for users which fit their needs and also some other kinds
of products that the users may like.

Fig. 1. Framework of PUB.

The main contributions of our method are as follows: (1) We accurately
detect buying intents from users’ real-time tweets, and extract users’ needs and
demographic information. (2) We develop a heterogeneous information network
to link together e-commerce websites and social networks, and also consider
users’ shopping psychology to meet the users’ demand. (3) We conduct exten-
sive experiments on both direct product recommendation and additional product
recommendation, and the results show that our method outperforms other base-
lines on extracting users’ intents as well as recommending products.

2 Related Work

Social Network Extraction. Kröll et al. introduce the idea of intent analysis,
and evaluate intent profiles from speeches [5]. Hollerit et al. detect commercial
intent in tweets [4], and their work is considered a first step to bring together
buyers and sellers. The most related work is from Wang et al. [11], in which they
identify users’ intents and classify them into six categories. However, they fail to
extract users’ needs and don’t recommend products for the users at last. Mean-
while, there exist some works on extracting users’ demographic characteristics.
2 http://jd.com.
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Bachrach et al. study how users’ public profiles on Facebook relate to their per-
sonalities [1]. There are also studies on extracting users’ public profiles in Weibo
and using these information for product recommendation [17], but they fail to
extract the potential preference of users.

Product Recommendation. Most recommendation systems rely on collab-
orative filtering [3,9], which suffer the “cold-start” problem, and mainly takes
into account ratings of users on products and users with similar interests. Xu et
al. propose a semantic path based personalized recommendation to predict the
rating scores of users on items [13]. Zhao et al. develop a novel recommendation
system based on matching the users’ demographic information with product
demographics [17]. Some researchers have begun to notice the heterogeneous
information for recommendation. Shi et al. propose a weighted heterogeneous
information network with meta path called SemRec to predict the rating scores
of users on items [10].

3 Preliminary Concepts

In this Section, we describe some preliminary knowledge as well as the notations
used in this paper.

Buying Intent Detection. According to the description of a commercial intent
tweet [4], we define a tweet with buying intent if it (1) contains at least one
verb and (2) explicitly describes the intention to buy a certain product (3) in a
recognizable way. Here is an example:

Please recommend a bright light lipstick, my girlfriend wants to buy one.

The tweet above contains buying intent which satisfies all the three conditions
in the definition. However, we can figure out that the product adopter is not
the user but the user’s girlfriend. Inspired by the definition on intent-indicator
and intent-keyword [11], we define intent-indicator, intent-product and intent-
description as below. Intent-indicator is a verb phrase or infinitive phrase
that express the users’ intent to buy something. “Lipstick” in the example is
an intent-product, which is a noun in most cases, and is the product that
the user wants to buy. Intent-description is an adjective or noun between the
intent-indicator and intent-product, or appearing alone.

User and Product Demographics. User demographics describe the intent
buyers’ characteristics. In our work, we only consider the attributes of age and
gender, for users are not willing to provide other attributes in most cases. The
gender is classified into male and female, while the age is grouped into eight
clusters: 0–3, 4–6, 7–17, 18–29, 30–40, 41–55, 56–64, 65+. The product demo-
graphics are extracted from product reviews, which describe the characteristics
of the buyers of the product.

Heterogeneous Information Network. Heterogeneous information network
have been proposed as a general data representation for many different types
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of data [16]. A heterogeneous information network has different types of objects
and different links representing different relations, which can better fit in most
scenarios, especially in product recommendation. Similar to [14], we define het-
erogeneous information network as follows:

Let G = (V,E) denotes a graph with an object type mapping function φ :
V → A and a link type mapping function ψ : E → R(|A| > 1 or |R| > 1). Each
object v ∈ V belongs to one object type φ(v) ∈ A, and each link e ∈ E belongs
to a relation type ψ(e) ∈ R.

4 Methodology

4.1 Buying Intent Detection and Users’ Demographic Information
Extraction

Let u and U = {ut}Mt=1 denote a user and the whole user set. Similarly, let p and
P = {pt}Nt=1 denote a product and the whole product set. To detect u′s buying
intents on Weibo, we first filter out irrelevant tweets with a list of key words,
then we use a bootstrap based method proposed in Algorithm1.

First of all, we input a microblog tweet sentence corpus T , and a seed set of
intent-indicators, such as “want to buy”. The output is an extension of the intent-
indicators set I and intent-products set P, as well as the set of intent-descriptions
D. The function ExtractIntentProduct(i, t) and ExtractIntentDescrip-
tion(i, t) aim to extract users’ intent-products and intent-descriptions according
to the intent-indicators. We consider the positions of the intent-products may
be the preceding n1 tokens of the intent-indicators, the middle n2 tokens or the
following n3 tokens. In order to better obtain users’ preference, we also extract
the intent-descriptions, which often appear before the intent-products or alone.

With the intent-products that frequently co-occur with the intent-indicators,
we in turn use these intent-products to find more intent-indicators in func-
tion ExtractIntentIndicator(i, t). We repeat the previous steps, until no more
intent-indicators or intent-products can be found.

The product adopters is extracted similar with buying intents extraction.
Then we extract users’ demographic characteristics from their public profiles.

The product adopter, needs for the product and u′s demographic character-
istics are all regarded as the u′s attributes, denote as au and Au = {au

t }Lt=1.

4.2 Products Demographic Information Extraction

We use the online products reviews from JD.com to extract products demo-
graphic information. First of all, we find the target adopter of product p through
the bootstrap based method mentioned in Sect. 4.1, and infer the age and gender.
After that, we learn the buyers’ overall impression of the products. To achieve
it, all the reviews of product p are merged into a single document. We segment
Chinese streams into words and extract the keywords from the reviews of one
product with TextRank [6].

http://JD.com
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Algorithm 1. Bootstrap based algorithm for buying intent detection.
Input: microblog tweet sentence corpus T ; seed intent-indicator patterns
Output: an extension set of intent-indicator patterns I; a set of intent-products P; a

set of intent-descriptions D
1: I ← seed intent-indicator patterns
2: I′ ← seed intent-indicator patterns
3: P ← ∅

4: D ← ∅

5: repeat
6: P ′ ← ∅

7: D′ ← ∅

8: for each pattern i ∈ I′
do

9: for each sentence t ∈ T do
10: if i exists in t then
11: P ′ ← P ′∪ ExtractIntentProduct(i, t);

12: D′ ← D′∪ ExtractIntentDescription(i, t);
13: end if
14: end for
15: end for
16: I′ ← ∅

17: for each product p ∈ P ′
do

18: for each sentence t ∈ T do
19: I′ ← I′∪ ExtractIntentIndicator(i, t);
20: end for
21: end for
22: I′ ← ExtractTopFrenquentIndicator(I′

);

23: I ← I ∪ I′

24: P ← P ∪ P ′

25: D ← D ∪ D′

26: until no new pattern is identified;
27: return an extension set of intent-indicator patterns I;a set of intent-products P;a

set of intent-descriptions D

Let G = (V,E) be a graph with the set of vertices V and set of edges E.
Let In(Vi) be the set of vertices that point to vertex Vi, and Out(Vi) be the
set of vertices that Vi points to. Taking into account the edge weights, the score
associated with a vertex in the graph can be defined as:

WS(Vi) = (1 − d) + d
∑

Vj∈In(Vi)

wji∑
Vk∈Out(Vj)

wjk
WS(Vj) (1)

Where d is a damping factor that can be set between 0 and 1, wij is the weight
between two edges.

We filter the words with Part-of-Speech (POS) including noun, adjective
and descriptive. We also add some stop words. Let the words be the vertices of
the graph, and build the edges with co − occurrence relation: if two vertices’
corresponding lexical units co-occur within a window of maximum N words,
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where N can be set anywhere from 2 to 10 words, then the two vertices are
connected. We calculate the score for each word, and collapse the sequences of
adjacent keywords into a multi-word keyword. At last, we export the top-10
words as the impression keywords.

The impression keywords, target adopter with age and gender are seen as the
product p′s attributes, denote as ap and Ap = {ap

t }
R
t=1.

4.3 Graph Embedding for Product Recommendation

We create a heterogeneous information network consists of users, products, and
their attributes. An illustration of our product recommendation in heterogeneous
information network is shown in Fig. 2. What needs to be pointed out is that
the attributes of users and products often overlap, then we let A = Au ∪ Ap to
denote the whole attribute set.

Fig. 2. A heterogeneous information network.

In our work, we use Deepwalk [7], which learns a latent representation of
adjacency matrices using deep learning techniques developed for language learn-
ing. In order to better satisfy the users’ needs, we also merge the words with
similar meaning, like “dark” and “black”. At last, we predict which products
should be recommended to the user by calculating the cosine similarity between
the given user node and the products. Then the input and output of the network
are defined as:

Input: A social network domain with {U,Au}; an e-commerce domain with
{P,Ap}; and A = Au ∪ Ap.

Output: A personalized recommendation list for each user u with products by
ranking the similarity.

We also consider the ratings and the numbers of reviews, because according
to a new study from Psychological Science [8], people prefer more-reviewed items
(even with poor ratings). We calculate the users’ preference for a given product
and denote it as Pr. The equation for calculating the preferred value between
the user and the product is as follows:

Pr = Sim · (α logm(#CMp + 1) + βRp) (2)



314 X. Ren et al.

Where #CMp is the number of the reviews of the product p, Rp is the rating
for the product (range from 0 to 5), α and β are weights of every term. The log
base m can be calculated as below:

m = E(#CM)
1

E(R) (3)

where E(#CM) is the expectation of the number of the reviews of the products,
and E(R) is the expectation of ratings.

With a heterogeneous information network, we can not only recommend
direct products that the users want (with the category label that the users’
intents belong to), but also recommend additional products with all categories.

5 Experiment

5.1 Experimental Setup

We crawl tweets from Weibo which contains at least one keyword expressing
buying intent, like “want to buy” or “please recommend”, and get 6,095 tweets
ultimately. We also crawl the users’ demographic information of age and gender.
We use the dataset from [12] which has 246,444 products and 12,127,267 users
with 138,905,740 records of reviews.

5.2 Evaluation on Buying Intent Detection

Because there is no existing ground truth, we invite two annotators who are
familiar with the language habits on microblogs, and ask them to label whether
the tweets contain buying intent with the description in Sect. 3. If the two anno-
tators have different ideas on one tweet, then we abandon this tweet. At last,
we obtain 1,090 tweets with buying intents, and 4,867 tweets without buying
intents. The Cohen’s Kappa agreement coefficient between annotators is 93.5%,
which is really satisfied.

We consider the following comparison methods in our experiments for the
buying intent detection:

Wang’s: Proposed in [11], which only consider the intent-products just following
the intent-indicators with a bootstrap based method, and fail to consider the
intent-descriptions.

SVM: We train the Support Vector Machine (SVM) with linear kernel, and use
the bag-of-words of the tweets as the input characteristics for classifier.

Ours: Our proposed method for buying intent detection, which considers the
intent-indicators, different possible positions for intent-products, and can extract
users’ needs for the products at the same time.

The results are shown in Table 1. From the results we can tell that our
method outperforms the two baseline methods in terms of precision, recall and
F1 Measure. In particular, the improvement of recall is significant compared
with Wang’s method by 19%. We may conclude that considering the positions
of intent-products and the existence of intent-indicators, we can extract more
tweets with buying intents.
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Table 1. Performance comparison on buying intent detection (%).

Methods Prec. Rec. F1

Wang’s 74.07 27.03 39.60

SVM 70.45 41.89 52.54

Ours 82.93 45.95 59.14

5.3 Evaluation on Product Recommendation

We choose three frequently mentioned intent product types in the Weibo dataset,
camera, lipstick, and foundation (makeup). The statistics of the three products
are summarized below in Table 2.

Table 2. The statistics of the three given products.

Types #brands #products #comments #intents

Carema 41 2,341 623,081 30

Lipstick 89 476 432,326 74

Foundation 126 606 258,096 40

Then we find the target adopter, and learn the overall impression every prod-
uct. Here is an example of the overall impression we learn from the reviews of a
Bobbi Brown lipstick shown in Table 3.

Table 3. The overall impression of a lipstick.

Hydrated, wife, orange, light, warm colour, good quality,
reasonable price, anthentic, pleasing colour, matte

However, the overall impression from JD.com of the same product is only
one word “not bad”, even with 62 reviews. We may infer that our learned over-
all impression are more suitable for the recommendation system, as it better
conclude the image of the given product.

We invite five annotators to evaluate which ways recommended products
better fit the intent needs. We give each annotator the needs for the product,
the user’s age and gender, the product’s demographic information, the product’s
overall impression and the rating as well as the number of reviews. We also break
the order of the three methods for the three products.

We consider three methods for product recommendation in our experiments:

MART [2]: A pointwise learning-to-rank approach. In this approach we only
consider the profiles of age and gender extracted based on a given user and a
candidate product.

http://JD.com
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PUBSim: This is a graph embedding method but only consider the similarity
between the given user node and the products.

PUBAll: This is the proposed method which not only consider the similarity,
but the ratings and the numbers of reviews as well.

Table 4. Performance comparison for chosen the most suitable product for the given
intent from five annotators.

Annotators Camera Lipstick Foundation

MART PUBSim PUBAll MART PUBSim PUBAll MART PUBSim PUBAll

A 6 9 15 21 22 31 9 10 21

B 10 7 13 16 22 36 11 10 19

C 10 8 12 19 27 28 13 12 15

D 6 8 16 25 18 31 6 11 23

E 12 10 8 18 24 32 13 10 17

Avg 8.8 8.4 12.8 19.8 22.6 31.6 10.4 10.6 19

From the results in Table 4 we can see that the products recommended from
our final method outperforms others. We may conclude that the using of graph
embedding can extract the users’ latent preference. However, the learning to
rank method only consider the relation between the query (buying intent tweet)
and the relevant document (an adopted product).

5.4 A Case Study on Direct Product Recommendation
and Additional Product Recommendation

Direct Product Recommendation. Firstly, we give an example on direct
product recommendation, which means recommend the kind of products that
the users want. We use the buying intent described in Sect. 5.2, that a girl wants
to buy an orange lipstick, with the age between 18–29 and the gender as female.
The recommended products’ demographic information of the three methods are
shown in Table 5.

Table 5. The products’ demographic information recommended by three methods.

Information MART PUBSim PUBAll

Age 18–29 18–29 18–29

Gender Female Female Female

#reviews 39 15 784

Ratingavg. 4.74 4.87 4.65

Impression Hydrated, girlfriend,
cheap, light

Hydrated, orange,
light, good quality,
matte

Hydrated, orange,
cheap, light,
pleasing color,
authentic
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The product recommended by MART only satisfies the age and gender, while
the products recommended by two proposed methods seems to be similar, but
the OursAll method’s product have more reviews and lowest rating.

Additional Product Recommendation. After the experiments mentioned
above, we then build a heterogeneous information network with the whole 1,095
buying intents and 246,444 products, and try to figure out what will recommend
to the user with a settled intent.

Table 6. The other product recommended for the girl demand for orange lipstick.

Information Bag Ear phone Luggage

Age 18–29 18–29 18–29

Gender Female Female Female

#reviews 934 592 845

Ratingavg. 4.28 4.57 4.32

Impression Cheap, orange,
able to hold
things, portable

Fashion,
good-looking,
orange, good
sounds

Durable, size
suitable, light,
orange

In Table 6, we can see that the method recommends some other products
for the girl which are suitable for young ladies, and satisfy her own preference.
This is quite useful in the real world, for it extracts the latent rations between
different types of products, recommends the products that others in the same
conditions may like, and people may want to buy a bag which meet her needs
even though what she really wants at that time is a lipstick.

6 Conclusion and Future Work

In this paper, we develop a method called PUB, which can detect users’ buying
intents and profiles from microblogs, and recommend products from e-commerce
websites. We use a graph embedding method, and construct a heterogeneous
information network. We conduct experiments on both buying intent detection
and product recommendation. We do the recommendation job on both direct
product and additional product recommendation, to figure out the potential
preference. As a future work, we want to incorporate more features considered
into our method, especially those implicit features. We also plan to add sentiment
analysis for the product reviews or users’ tweets. The graph embedding method
can be improved and optimized as well.
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